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Abstract
In this paper we address the issue of how users’ personality affects the way people

interact and communicate in Facebook. Due to the strict privacy policy and the lack
of a public timeline in Facebook, we automatically sampled data from the timeline of
one “access user”. Exploiting Facebook’s graph APIs, we collected a corpus of about
1100 ego-networks of Italian users (about 5200 posts) and the users that commented
their posts. We considered the communicative exchanges, rather than friendships, as
a network. We annotated users’ personality by means of our personality recognition
system, that makes use of correlations between written text and the Big5 personal-
ity traits, namely: extroversion, emotional stability, agreeableness, conscientiousness,
openness. We tested the performance of the system on a small gold standard test set,
containing statuses of 23 Facebook users who took the Big5 personality test. Results
showed that the system has a average f-measure of .628 (computed over all the five
personality traits), which is in line with the state of the art in personality recognition
from text. The analysis of the network, that has a average path length of 6.635 and
a diameter of 14, showed that open-minded users have the highest number of inter-
actions (highest edge weight values) and tend to be influential (they have the highest
degree centrality scores), while users with low agreeableness tend to participate in
many conversations.
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1. Introduction

1.1. Overview

Written text convey a lot of information about the personality of its author (Mairesse et Al.
2007 [22], Argamon et Al. 2005 [2]), and today machine learning techniques allow us to
extract personality from text automatically, with a certain degree of accuracy. Online Social
Networks (OSN) are huge repositories where user-generated written texts (posts) are found
associated with their authors (users), hence they are the perfect place for the automatic ex-
traxtion of personality and the analysis of how it affects interactions among users.

Facebook in particular is a social network service launched in 2004 that allows any
person, who declare themselves to be at least 13 years old, to become registered users. In
2012, Facebook counted over 900 million active users, who can create personal profiles and
communicate with friends and other users through private or public messages and receive
information about their friends by means of a news feed timeline. To allay concerns about
privacy, Facebook enables users to choose their own privacy settings and choose who can
see specific parts of their profile. Only a user’s name and profile picture are required to be
accessible by everyone. The rest of the information on users’ pages are by default visible
only to friends or to friends-of-friends. Boyd and Hargittai 2010 [5] highlight that while
news media were critic toward the company’s privacy policies, Facebook has continued to
attract more users to its service, indicating that people cares a lot about privacy issues. An-
other interesting study (Bunloet et Al. 2010 [7]) over more than 7000 students in Thailand,
showed that two top reasons why people use Facebook are 1) having conversation with
friends and 2) reducing stress.

In recent years there has been a great effort in the analysis of OSN, and there has been
a great interest toward the analysis of Facebook in particular (see for example Catanese et
Al. 2011 [8]) because, despite it is very challenging to extract data from it for its privacy
policy, it is one of the largest and general purpose existing social networks online.

Personality Recognition from Text (PRT henceforth) consists in the automatic classifi-
cation of authors’ personality traits from pieces of text they wrote. This task, that is par-
tially connectecd to authorship attribution, requires skills and techniques from Linguistics,
Psychology, Data Mining and Communication Sciences. For example PRT requires some
correlations between language features and personality traits (provided by psychologists),
a solid background in Data Mining for classification, a good knowledge of communication
practices for the social analysis and, most important, a formalized personality schema in
order to define classes.

PRT in social networks online is a really challenging task: posts are often very short
and noisy, and normal tools for Natural Language Processing (NLP) often perform bad
online (Maynard et Al. 2012 [23]). In addition the strict privacy policies of many social
network services, included Facebook, put heavy restrictions on data sampling. In this work
we analyse a network of Italian Facebook users related by their communicative exchanges,
for instance posts and comments, rather than by friendship as other social network analysts
did. For example Quercia et Al. 2012 [28] tested the hypothesis that people having many
social contacts on Facebook are the ones who are able to adapt themselves to new forms
of communication, present themselves in likable ways, and have propensity to maintain su-
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perficial relationships, but they found that there is no statistical evidence to support such a
conjecture.

We are going to study how users’ personality affects the way people interact and com-
municate in a OSN, rather than study the effect of personality on friendship connections. To
do so we developed and tested a personality recognition system. In a previous work [10],
we analysed the effects of one specific personality trait, emotional stability, in Twitter. Here
we aim to go further in the research including all the five personality traits provided by the
Big5, namely: extroversion (e), emotional stability (s), agreeableness (a), conscientiousness
(c) and openness to experience (o).

The paper is structured as follows: in the remainder of this section we will provide an
introduction to personality in psychology, to the Big5 and to previous and related work.
Then, in the next sections, we will provide a description of the personality recognition
system, how we tested its performance on Facebook data and we will introduce how we
collected the Facebook dataset. In the end we will report and discuss the results of the
experiment.

1.2. Personality

According to psychologists (DeYoung 2010 [14]) and neuroscientists (Adelstein et Al. 2011
[1]), personality is defined as an affect processing system that describes persistent human
behavioural responses to broad classes of environmental stimuli. It characterises a unique
individual and it is involved in communication processes and connected to how people in-
teract one another.

The Standard Way to formalize personality in psychology is the Big5 factor model, in-
troduced in by Norman in 1963 [24]. It emerged from empirical analyses of rating scales,
and has become a standard over the years. The five bipolar personality traits, namely Extro-
version, Emotional Stability, Agreeableness, Conscientiousness and Openness, have been
proposed by Costa & MacCrae 1985 [13].

Extroversion is bound to energy, positive emotions, surgency, assertiveness, sociability
and talkativeness. Emotional stability is bound to impulse control, and is sometimes re-
ferred by its low pole: neuroticism that is the tendency to experience unpleasant emotions
easily, such as anger, anxiety, depression, or vulnerability. Agreeableness refers to the ten-
dency to be compassionate and cooperative rather than suspicious and antagonistic towards
others. Conscientiousness is the tendency to show self-discipline, act dutifully, and aim
for achievement; planned rather than spontaneous behaviour, organized, and dependable.
Openness to experience is bound to the appreciation for unusual ideas, to curiosity, and
variety of experience. It often reflects the degree of intellectual curiosity, creativity and a
preference for novelty and variety.

According to Digman 1990 [15], there has been a lot of studies in psychology that inde-
pendently came to the conclusion that five are the right dimensions to describe personality.
Despite there is a general agreement on the number of traits, there is no full agreement on
their meaning, since some traits are vague. For example there is some disagreement about
how to interpret the openness factor, which is sometimes called “intellect” rather than open-
ness to experience.

The Big5 has been replicated in a variety of different languages and cultures, such as
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Chinese (Trull & Geary 1997 [31]) and Indian (Lodhi et Al. 2002 [19]). Some researchers,
such as Bond et Al. 1975 [4] and Cheung et Al. 2011 [11] suggest that the openness trait is
particularly unsupported in asian cultures such as Chinese and Japanese, and that a different
fifth factor is sometimes identified. Also the relationship between language and personality
has been investigated (Mairesse et al. 2007 [22]), although there are very few applications
for personality recognition in languages different from English. This is a good reason for
experimenting with personality recognition in Italian.

1.3. Previous and Related Work

There are two main disciplines that are interested in the extraction of personality from OSN:
one is computational linguistics, that extracts personality from text, and the other one is the
community of social network analysts, that extract information about personality from net-
work configuration (see for example [30]) as well as from other extralinguistic cues (see
Bai et Al. 2012 [3]).

The computational linguistics community became interested in PRT first. In 2005 a
pioneering work by Argamon et Al. [2] classified neuroticism and extroversion using lin-
guistic features such as function words, deictics, appraisal expressions and modal verbs.
Oberlander & Nowson 2006 [25] classified extroversion, stability, agreeableness and con-
scientiousness of blog authors’ using n-grams as features and Naive Bayes (NB) as learning
algorithm. Mairesse et Al. 2007 [22] reported a long list of correlations between Big5 per-
sonality traits and the features contained in two external resources: LIWC (see Pennebaker
et Al. 2001 [27] for details) and RMC (see Coltheart 1981 [12] for details). The former
includes features such as word classification, like “positive emotions” or “anger”, while the
latter includes scores like age of acquisition of word or word imageability. They obtained
those correlations from psychological factor analysis on a corpus of Essays (see Pennebaker
& king 1999 [26] for details) and developed a supervised system for personality recogni-
tion1.

Luyckx & Daelemans 2008 [20] built a corpus for stylometry and personality prediction
from text in Dutch using n-grams of Part-Of-Speech and chunks as features. They used the
Myers-Briggs [6] Type Indicator schema, that includes 4 binary personality traits, in place
of the Big 5. Unfortunately their results are not comparable to any other because of the dif-
ferent language and personality schema used. In a recent work, Iacobelli et Al. 2011 [17]
tested different features, such as stop words or inverse document frequency. They found
that word bigrams with stop words treated as boolean features yield very good results for
predicting personality in a large corpus of blogs using Support Vector Machines (SVM) as
learning algorithm. As is stated by the authors themselves, their model may overfit the data,
since the bigrams extracted are very few in a very large corpus. Kermanidis 2012 [18] fol-
lowed Mairesse 2007 and developed a supervised system based on low level features, such
as Part-of-Speech and words associated to psychological states like in LIWC. She trained
a SVM classifier on Modern Greek, obtaining good results and demonstrating that correla-
tions between traits and language can be successfully ported to other languages.

Most of the computational linguists used accuracy (acc) as evaluation measure, but re-

1demo available online at http://people.csail.mit.edu/francois/research/
personality/demo.html
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cently there is a shift towards f-measure (f), that is representative not just of the precision of
a system , but also of its coverage and replicability. Among social network analysts, Gol-
beck et Al. 2011 [16], predicted the personality of 279 users from Facebook using either
linguistic (such as word count) and social network configuration features (such as friend
count). Using M5 trees as learning algorithm (M5), they predicted personality trait scores
rather than classes, and reported mean absolute error (mae) as evaluation measure. A sum-

Author Alg. Measure Traits Results (avg).
Argamon 2005 NB acc es 0.576
Oberlander 2006 NB acc esac 0.539
Mairesse 2007 SVM acc esaco 0.57
Iacobelli 2011 SVM acc esaco 0.767
Golbeck 2011 M5 mae esaco 0.115
Celli 2012 - pacc esaco 0.631
Kermanidis 2012 SVM f esaco 0.687

Table 1. summary of PRT.

mary of the works in personality recognition is reported in table 1. Although the results
of different scholars are not directly comparable one another because they used different
datasets and different evaluation metrics, we can see that there has been an increase in per-
formance in recent years, which went hand in hand with the renewed interest in PRT.

All the systems described adopt a supervised approach to PRT. This means that they
retrieve a model from a finite, labeled set of data by using machine learning techniques, and
then apply those models to other, larger, datasets. We suggest that the supervised approach
in PRT has some major limitations due to 1) a high risk of overfitting; 2) poor domain and
language portability and 3) great difficulties in the annotation of data for training.

We presented the first system for PRT that does not require supervision in Celli 2012
[9]. We exploited correlations between linguistic features and personality traits adapted
from Mairesse et Al. 2007 for the prediction of personality in Italian. The advantage of this
system is that it automatically adapts to the data at hand, avoiding the risk of overfitting and
raising domain and language adaptation. The drawback is that it requires a small labeled set
to evaluate the results post-hoc or to estimate accuracy (pacc), as we did in [9]. We report
the details about our system in the next section.

2. Automatic Personality Recognition on Facebook Data

2.1. Description of the System

The system for PRT takes as input 1) unlabeled text data with authors; 2) a set of correla-
tions between personality traits and linguistic features: we used the one reported in table
2. We picked up from Mairesse et Al. 2007 the correlations with cross-language features,
for instance: punctuation, exclamation marks, parentheses, question marks, quotes, word
repetition ratio and average word frequency. The system has two outputs: 1) one model of
personality for each author and 2) a confidence score for each personality trait of models
generated. This is based on the assumption that one user has one and only one complex
personality, and that this personality emerges at various levels from written text as well as
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feat. extr. em. st. agree. consc. open.
punct. -.08** -.04 -.01 -.04 -10**
excl. marks -.00 -.05* .06** .00 -.03
numbers -.03 .05* -.03 -.02 -.06**
parenth. -.06** .03 -.04* -.01 .10**
quest. marks -.06** -.05* -.04 -.06** .08**
quotes -.05* -.02 -.01 -.03 .09**
repeat. ratio -.05** .10** -.04* -.05* .09**
avg w. freq. .05* -.06** .03* .06** .05**

Table 2. Features and correlations with personality traits.

from other extralinguistic cues.
Personality models are formalized as 5-characters strings, each one representing one

trait of the Big5. Each character in the string can take 3 possible values: positive pole (y),
negative pole (n) and omitted/balanced (o). For example a “ynoon” stands for an extrovert
neurotic and not open minded person. Figure 1 represents the pipeline of the system. In the

Figure 1. Personality Recognition System pipeline.

preprocessing phase the system samples a small portion of unlabeled data, (the amount can
be defined by the user) and analyses the distribution of the features of the correlation set
in portion of unlabeled data. With the information about the average feature usage in the
dataset we are able to apply filters: for example if a user is found to use more punctuation
than the average, the correlation with the punctuation fires, and increase or decrease the
score associated to one or more personality traits. This strategy is useful in order to fit the
correlation firing to the data, thus avoiding the portability problem.
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In the processing phase the system generates one model for each written text, checking
for matches of linguistic features provided in the correlation set. If it finds a feature value
above the average the system increments or decrements the score associated to the person-
ality trait, depending on a positive or negative correlation. From positive and negative trait
scores the system can compute trait confidence scores (tc), defined as tc = (y − n), where
y =

ym
P and n = nm

P . Here ym is the count of matches for the positive pole of personality
trait and nm is the count of matches for the negative pole of the trait. P is the count of posts.

In the evaluation phase the system compares all the models generated for each single
post of each user and retrieves one model per user. This is based on the idea that, even if
a user can express different aspects of personality in different posts, motivated by different
goals and situations, we can still catch the personality that the user expresses most of the
times by comparing all the posts. Then the system turns the personality scores into classes
(if below 0 predicts a negative pole, if above 0 the positive one if it is equal to 0 predicts a
“o”). In the evaluation phase the system also computes average confidence and variability
for each user. Those measures are computed from the comparison of all models generated
from each user’s texts. Average confidence (c) gives a measure of the robustness of the
personality model. It is defined as c =

tp
M where tp is the count of personality models

matching within the same user (for example “y” and“y”, “n” and “n”, “o” and “o”) and M
is the total of the models generated for that user. Variability gives information about how
much one user tends to write expressing the same personality traits in all the posts. It is
defined as v = c

P where c is the confidence score and P is the count of all user’s texts. Most
important: the system can evaluate personality only for users that have more than one post,
the other users are discarded.

2.2. Testing the Personality Recognition System

We collected a small test set of Facebook data annotated with personality of users. To do so
we run an experiment with 35 participants, who took the Big5 personality test. We asked
the participants to leave the URL of their Facebook personal page and to write a short essay,
minimum 15 lines and maximum 30, on any subject. The participants are all Italian native
speaker students aged between 19 and 27, 10 males and 25 females. A couple of them are
bilingual Italian-German speakers.

With their consent, we manually collected their public statuses from participants’ Face-
book pages. We sampled only text, discarding any other type of data. We could sample
data only for 23 of them, which we actually put in the dataset. We built 2 datasets, one
with Facebook data and the other one with the data from the essays. We produced the gold
standard personality models for the users from the results of the Big5 test. We converted
the scores of the big5 into the 3-class format used by the system. To do so we turned the
scores above 50 into “y” and all the scores below or equal to 50 into “n”.

We run the system on both the datasets, using the same features. Results, reported in
table 3, reveal that the system achieves the best performance on Facebook data, even if it
exploits correlations extracted from essays in English. This means that the way the system
uses correlations is adaptable and suitable for social network data.
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feature set avg P avg R avg F
off .45 .7 .558
fb .547 .735 .628

Table 3. PRT on essays (off) and Facebook (fb) text data.

3. Collection of the Dataset

Sampling data from Facebook is hard. This is due to different factors, like the lack of a
public timeline and the strict privacy policy. The former factor prevents from sampling data
from users of which we do not have the friendship. The latter factor prevents from having
access to the information of users with which we do not have the friendship.

The sampling pipeline can be seen in figure 2. We developed a crowler that exploits

Figure 2. Sampling pipeline.

Facebook’s graph API2 in order to sample users’ statuses. The system starts from the news
feed of a “access user”, who suscribed onto Facebook developer and can take the “access
token” key for the API. From the timeline of the access user the system extracts some “seed
users” and samples all the statuses and comments written either by the seed users and by
the “related users” who interacted with them. The system collects a minimum of 2 posts
or comments per user and keeps track of all the users’IDs sampled, in order to avoid dupli-
cates. Finally we filtered out groups and fanpages and we kept only users.

The resulting dataset contains the egonetworks of the seed and related users, as depicted
in figure 3. Seed users are linked to the related users with weighted “communicative ex-
changes” relationships. This means that the more a related user commented a seed user,

2http://developers.facebook.com/tools/explorer



Relationships between Personality and Interactions 49

Figure 3. Egonetworks in the dataset.

the more the communicative relationship is considered strong. Although most works use
friendships as network connections, we decided to use communicative exchanges because
we are interested in the relationship between personality and communicative interactions.
In the dataset there are more than 5000 posts and 1100 users. We annotated the personality
of each user by means of our personality recognition system.

4. Experiments and Discussion

First of all we retrieved some statistics about the distribution of personality traits in the
network and about its topology. The network has a diameter of 14, an average path length
of 6.635, average degree centrality of 2.175 and average clustering coefficient of 0.017.
This indicates that it is a small network where users have on average a couple of comment-
relations each one and with low clustering level. Centrality measures and clustering co-
efficient have skewed distributions, meaning that a few users have high values and most
of them have very low values. The distribution of personality traits, reported in table 4,
highlights the low number of extroverted, mentally closed and uncooperative people in the

trait y o n
extr. 6.2% 66.4% 27.4%
em. st. 13.7% 49.9% 36.4%
agree 31.9% 65% 3.1%
consc. 13.2% 50.4% 36.4%
open. 27.9% 62.2% 9.9%

Table 4. Distribution of personality traits in the network.

network. We suggest that this might be due to the personality of the access user (“noyyy”),
that influences the selection of people who are in the network. We will refer to this problem
as the “access user bias”, that is related to the sampling procedure and does not take place
in those networks, like Twitter, where there is a public timeline available.

We analysed the relationship between personality and interactions by computing the
association between personality traits and some topology measures, like degree centrality,
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correlation coefficient and edge weight. In order to do that we measured association scores
by computing as = bti

td , where bti are the 10 most frequent personality traits associated to
each topology measure used, and td is the trait distribution reported in table 4.

Results, reported in table 5, show several interesting phenomena. First of all that in-

degree centr. extr. em. st. agree. consc. open.
y 0.774 1.387 2.687 2.167 3.244
o 0.215 0.381 0.22 0.472 0.077
n 2.956 1.701 0 1.308 0.485
edge weight extr. em. st. agree. consc. open.
y 0 2.335 2.351 1.923 3.405
o 0.15 0.2 0.307 0.198 0.08
n 3.284 0.364 1.61 1.785 0
clustering c. extr. em. st. agree. consc. open.
y 1.396 0.912 1.567 0.477 1.57
o 0.848 0.501 0.674 0.869 0.905
n 1.016 1.717 2.032 1.374 0

Table 5. Association scores.

troverted and open minded users have the highest degree centrality in the network. In other
words they are the ones that are more central and more prone to catch conversations. It is not
a surprise that open minded users are in this position, but it is very interesting to note that
introvert people have a high degree centrality score too. A closer look to the data reveals
that the open minded and introvert traits come often together in the dataset. We suggest this
might be due again to the access user bias, as we found previous work [10] that there is a
general tendency to have conversations between users that share the same traits. The highest
edge weight scores are again associated to open minded and introverted users. This means
that those users have the strongest links, in other words the highest number of comments.
We interpret this as a consequence of the position those users occupy in the topology of the
network. Also Agreeable and emotionally stable users have high degree centrality and edge
weight scores, indicating that those personality traits play a role in being influential in a
conversation network. The distribution of high edge weights is very skewed: there are very
few strong links and really a lot of links with low weight.

The personality trait associated to high clustering coefficient scores is low agreeable-
ness. If clustering coefficient is related to users’ connectedness and links represent com-
ment relationships here, we can interpret this fact as a hint that uncooperative users tend to
participate in many conversations in order to debate in a polemic way. The distribution of
clustering coefficient scores is very skewed too.

The outcomes of this experiment show the behaviour of a network of interacting users
visible to the access user, hence are not generalizable, but yet interesting to study the role
that personality traits play in social interactions in a micro network.

5. Conclusion

In this work we have sampled a network of communications between Italian users in Face-
book, sampled from one access user’s timeline. We automatically annotated it with per-
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sonality traits in order to analyse how people’s personality affects interactions online. We
tested the system used for the annotation on a gold standard, obtained from 23 Italian Face-
book users which took the Big5 personality test, and provided us with the public data from
their timelines. The system proved to label correctly 62% of the data.

From the analysis of the most frequent traits associated to topology measures like de-
gree centrality and correlation coefficients, emerged that open minded and introvert users
have the highest degree centrality and the strongest links. We interpreted this evidence as
introvert and open minded users (those traits come frequently together in the dataset) tend
to be very interested to the information that passes through the network, and tend to post
interesting (high commented) statuses. Another interesting result is that the users that have
high correlation coefficient have low agreeableness. We interpreted this fact as as a hint
that uncooperative users tend to participate in many conversations in order to debate in a
polemic way.

The results show how people’s personality can be successfully analysed with a quan-
titative approach on large scale data, yielding very interesting findings. It is not easy to
interpret the results, but the same difficulty is found in much of the quantitative sociology
based on big data [29]. We suggest that pairing personality recognition with sentiment
analysis or topic extraction would make it more informative and easier to interpret. We
also suggest that the comparison of personality recognition in communication exchanges
and friendship relations, for example using the multi-layer model proposed by Magnani &
Rossi 2011 [21], would bring out useful information.

The access user bias, that is due to the restrictions imposed by Facebook and to the lack
of a public timeline, prevents from the generalization of those results. Yet it is interesting to
observe that a micro network is filtered by the access user according to personality, among
other factors. This underlines one more time the importance of personality recognition in
the study of social networking.
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